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The brain is the source of behavior, but in turn it is modified by the 
behaviors it produces. This dynamic loop between brain structure and 
brain function is at the root of the neural basis of cognition, learning and 
plasticity. The concept that brain structure can be modified by experi-
ence is not new, but it has proven difficult to address experimentally. 
Recent developments in structural brain imaging techniques (Box 1),  
particularly magnetic resonance imaging (MRI), are now propelling 
such studies to the forefront of human cognitive neuroscience.

A connection between brain function and brain anatomy might be 
expected because neural information processing depends on the size, 
configuration and arrangement of individual neurons; on the number 
and type of local synaptic connections they make; on the way that 
they are interconnected to distant neuronal populations; and on prop-
erties of non-neuronal cells, such as glia. Neuroimaging evidence, 
reviewed below, shows both differences in structural features among 
individuals and the relevant functions that these structures subserve, 
and changes in structural features when long-term neural activity 
patterns are changed by experience.

However, existing neuroimaging techniques cannot directly inform 
us about the underlying cellular events mediating the observed effects. 
Moreover, phenomena visible with MRI are likely never the result 
of a single process happening independently, but probably involve 
many coordinated structural changes involving various cell types. 
Conversely, neuroimaging techniques offer certain advantages, as 
they can be repeatedly performed in the same individual and provide 
whole-brain measures of brain structure and function. Contemporary 
neural models of cognition stress the idea of interacting functional 
networks; it is therefore logical to search for network-level patterns in 
anatomical structures as well. Recent studies examining inter-regional 
correlations of cortical thickness reveal that gray matter anatomical 
networks parallel functional organizational patterns1, that they are 

modified during development2 and that they are sensitive to training3. 
The ability provided by macrostructural imaging methods to under-
stand both function and anatomy in terms of regional interactions is 
likely to grow in importance and can also help to create hypotheses 
to which cellular and molecular probes can be applied.

Here we consider findings that have emerged from the human 
anatomical neuroimaging literature, discuss the questions raised by 
them and propose some possible microstructural mechanisms that 
could underlie the observed macrostructural findings.

Brain anatomy and cognitive specialization
Many studies have exploited anatomical imaging to reveal group dif-
ferences that reflect skill, knowledge or expertise. Among the first 
was the demonstration of larger posterior hippocampal volume in 
expert taxi drivers4. The obvious implication was that this finding 
represents experience-dependent plasticity of a structure involved in 
spatial navigation, a conclusion supported by a correlation between 
years of experience and hippocampal volume in this population.

Related findings have been reported in many other special popula-
tions. Musicians consistently show greater gray matter volume5 and 
cortical thickness3 in auditory cortices; they also show differences in 
motor regions and in white matter organization of the spinothalamic 
tract6. The effects generally increase as a function of years of musical 
practice, again supporting an experience-dependent explanation. 
The cross-sectional design of such studies, however, cannot discern 
whether the anatomical effects are the cause or the consequence of the 
skill or knowledge that distinguishes the groups. Moreover, links to 
behavioral performance have not always been available, despite their 
importance to helping determine the relevance of structural effects 
to the presumed skill (Fig. 1 and Box 2).

Finally, it is not always clear whether training or ability should 
be associated with increases or decreases in relevant brain regions 
because of the complex relationship between anatomical changes and 
underlying functionality. A solution to these problems comes from 
longitudinal studies (Fig. 2).

Longitudinal imaging studies
One of the first such longitudinal MRI studies used voxel-based 
morphometry (see Box 1) to demonstrate increased gray matter 
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Plasticity in gray and white: neuroimaging 
changes in brain structure during learning
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Human brain imaging has identified structural changes in gray and white matter that occur with learning. However, ascribing 
imaging measures to underlying cellular and molecular events is challenging. Here we review human neuroimaging findings  
of structural plasticity and then discuss cellular and molecular level changes that could underlie observed imaging effects. 
Greater dialog between researchers in these different fields would help to facilitate cross-talk between cellular and systems  
level explanations of how learning sculpts brain structure.
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density in the visual motion area bilaterally when people learn to 
juggle over a 3-month period7, and the same researchers later sug-
gested that the changes are apparent after as little as 7 days of training8.  
Such experience-dependent macrostructural changes are not restricted 

to gray matter but can also be detected in white matter. Juggling  
training leads not only to increased gray matter concentration in 
occipito-parietal regions involved in visuo-motor coordination, 
reaching and grasping, but also to altered organization of underlying 
white matter pathways9 detected by fractional anisotropy (see Box 1).  
Similarly, practice of a complex whole-body balancing task results 
in increased gray matter in frontal and parietal cortex after just 2 
days of training, and altered fractional anisotropy in corresponding 
white matter regions over 6 weeks of training10. However, the latter 
study found fractional anisotropy to change in the opposite direction,  
showing reductions over time with training. Although increases 
in fractional anisotropy are typically observed in association with 
maturation, development or learning, reduced fractional anisotropy 
might be observed if axon diameters increase or if a secondary fiber 
population matures in a region of fiber crossing (as was speculated 
to be the case here).

What aspect of learning experiences drives the observed brain 
changes? Both juggling and whole-body balancing are complex motor 
skills that involve procedural learning, but other studies provide evidence 
that even purely cognitive tasks, such as working memory training11,  
result in measurable changes in brain structure.

Experience-dependent versus pre-existing factors
Individual variation in anatomy affects perceptual and cognitive abilities  
(Box 2), but it is not known whether such correlations are related 

Box 1  Available techniques for structural brain imaging 

Volumetry based on T1-weighted MRI was among the first techniques developed; it can work well with certain well defined structures (for example, 
Heschl’s gyrus, hippocampus), but delineating anatomical borders can often prove difficult, and analysis is limited to a predefined region. Voxel-based 
morphometry (VBM) proved to be a breakthrough91, as it allowed whole-brain, automatic, unbiased, semiquantitative analysis of gray matter and 
white matter concentration. As an exploratory tool, VBM has become a standard technique. But VBM, and any other approaches that rely on inferring 
tissue boundaries from intensity gradients on T1-weighted images, are nonspecific with respect to the underlying tissue characteristics they measure. 
Although VBM-derived metrics are often described as ‘concentration’, ‘density’ or ‘volume’, they do not relate in a straightforward way to underlying 
neuronal densities, for example. Any tissue property that affects relaxation times (for example, cell density, cell size, myelination), and hence affects 
voxel intensities on a T1-weighted image, will influence these measures.

VBM maps can also be ambiguous because they can reflect variations in some unknown combination of size, shape and/or position of brain regions 
and their boundaries. Algorithms that model the cortical surface can also be applied to measure both surface area and thickness of gray matter. Surface 
models respect anatomical boundaries to a greater extent than voxelwise measures; for example, cortex within the two banks of a sulcus will be  
differentiated to a greater extent.

Diffusion-weighted MRI has encouraged the analysis of specific white matter anatomical features92. By fitting a model, such as the diffusion tensor 
model, to diffusion measurements at each voxel, it is possible to estimate parameters that relate to features of the underlying tissue microstructure.  
For example, fractional anisotropy quantifies the directional dependence of water diffusion and depends on features such as axonal integrity,  
myelination, axon diameter and density18. Another useful parameter is the principal diffusion direction, which, within a coherent fiber bundle,  
corresponds to the underlying fiber direction. By following these directional estimates, it is possible to perform diffusion tractography and trace the 
pathways of underlying fiber bundles.

In addition to the approaches outlined above, techniques such as relaxometry82, magnetization transfer93, deformation-based morphometry94 or  
analysis of sulcal morphology95 can provide complementary information on variation in brain structure.

Any technique that compares local imaging metrics over time across individuals or over time can be susceptible to error, bias or variation, introduced 
by analysis steps such as region selection, spatial smoothing or image registration96, and so such steps must be carefully considered.
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Figure 1  Behavioral relevance of brain structural variation. Individual 
differences in performance of cognitive tasks correlates with variation in  
gray and white matter structure of task-relevant brain areas. Figures  
adapted from the cited publications with permission. Some axes have  
non-zero origins. (a) Performance on a bimanual coordination task correlates 
with fractional anisotropy in the body of the corpus callosum, a white 
matter region that contains transcallosal fibers linking supplementary and 
cingulate motor areas88. (b) Performance at acquiring the deep structure 
of an artificial grammar correlates with fractional anisotropy in pathways 
from Broca’s area, specifically in the left hemisphere89. (c) Gray matter 
concentration (top) and cortical thickness (bottom) in areas of right auditory 
cortex covary with behavioral ability specifically on pitch-based tests16.
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to differential environmental conditions or whether they reflect 
predispositions; that is, anatomical differences existing before the 
training or environmental event. The two options are not mutually 
exclusive, in that anatomical variation likely has many antecedents, 
including environmental, genetic and epigenetic ones.

Heritability studies in twin populations can quantify the degree 
to which environmental or genetic factors explain variation in 
gray or white matter measures. In gray matter, genetic influences 
are most notable in the frontal and temporal lobes, including areas 

related to language12. In white matter, genetic factors explain about 
75–90% of the variation in fractional anisotropy in large regions, 
particularly in parietal and frontal lobes; other white matter regions, 
such as the corpus callosum, show much stronger evidence for  
environmental influence13.

Further evidence that not all the relationship between brain 
anatomy and individual differences in behavioral performance can 
be accounted for by environmental experience comes from studies 
where there is little opportunity for experience to have an effect.  
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Figure 2  Longitudinal studies of structural changes in gray and white matter with learning. Several studies have used learning of juggling to test for brain 
structural plasticity in healthy adults. Figures adapted from the cited publications with permission. (a) Training for 3 months results in increases in gray matter 
density bilaterally in the visual motion area, V5 (ref. 7). (b) Serial scans throughout the training period show that such effects are apparent as early as 1 week 
after training begins8. (c) Given the same amount of training, older people learn less well on average than younger people, but those who are able to learn to 
juggle over the training period show similar brain structural changes90. (d) Not only gray matter (red clusters and bars), but also white matter (blue clusters 
and bars), shows training-related changes. Both gray matter density and white matter fractional anisotropy increase ~5% over a 6-week training period9.

Box 2  Behavioral relevance of brain structural variation 

There are several reasons why it is important to establish relationships between MRI-based effects and behavior. First, in the context of learning, many 
different processes may be operating in parallel (for example, learning words of a new language may entail auditory discrimination, motor articulatory 
skills and semantic memory). If multiple brain regions show changes, interpretation is enhanced if they can be linked to separable behavioral effects. 
Second, individual differences in what is learned or how it is learned may not be understood without measuring behavioral outcomes. Finally, for such 
research to have clinical relevance, it is essential to establish correlations between behavior and structure if one wants to understand disorders that are 
diagnosed on the basis of behavioral disturbances.

There is good evidence in the MRI literature that structural features can be directly linked to behavior97 (Fig. 1). For example, white matter 
microstructure correlates with behavior in task-relevant pathways for bimanual coordination88 or grammar learning89. In the auditory domain, there is 
evidence that gray matter volume5, concentration and cortical thickness16 in areas of right auditory cortex covary with behavioral ability specifically on 
pitch-based tests.

In the domain of memory, we know that the volume of posterior hippocampus is enlarged in taxi drivers. Yet performance in a navigation task among 
an unselected group of people was not predictable on the basis of hippocampal volume98, indicating that the ‘taxi-driver effect’ may be a specific 
consequence of extensive training and not explainable as an aspect of population variance. Another possibility is that memory performance may be 
influenced by distinct navigation strategies with different neural correlates99.

In longitudinal learning studies, there has been mixed evidence for correlations between performance outcomes and brain changes. Whereas some 
report no such effects8,9,90, others have detected relationships; for example Hyde et al.100 demonstrated morphometric changes in motor and auditory 
cortex after musical training that predicted final motor and auditory task performance, respectively. However, sometimes such relationships are found in 
a counterintuitive direction (for example, greater performance improvements associated with smaller increases in gray matter in some cortical areas10). 
One white matter study, in which subjects varied in the amount of training completed, found that increases in fractional anisotropy were greatest in 
subjects who completed the most training11; whether this relationship is driven by variation in performance improvements (which also correlate with 
training time) or time spent training was not explicitly tested.

The relationship between macrostructural variation and behavior is presumably mediated by intermediate physiological properties that depend on 
structural substrates and influence behavioral responses50,97. To better understand these relationships, it will be important in future to (i) develop  
better systems-level models of anatomical network properties that may be relevant to behavioral changes, (ii) develop better cognitive models of the  
behaviors of interest that take into account the relevant anatomical neural substrates, and (iii) apply sufficiently specific and sensitive behavioral probes.
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For example, when volunteers are taught to discriminate unfamiliar 
foreign speech sounds14, pre-existing variability in left auditory cortex 
structure, or in related white matter pathways, predicts the rate and/or 
outcome of learning. Similarly, although musical training probably 
influences auditory cortical anatomy, it does not entirely account for 
the relationship between auditory cortex volume and ability to learn 
pitch contours in a tone language15, or to discriminate melodies16. 
Together, these studies demonstrate that pre-existing anatomical fea-
tures can affect learning rate and/or attainment, but they leave open 
the question of how anatomical changes induced by training may be 
influenced by the initial anatomical state of the relevant structure.

Underlying cellular and molecular mechanisms
The preceding sections demonstrated the power of human neuro
imaging studies for detecting effects of specific training regimes on brain 
structure and relating these to complex behavioral changes. However, 
neuroimaging measures are difficult to relate unambiguously to under-
lying biology. Studies at the cellular and molecular level can identify 
candidate mechanisms to help explain neuroimaging observations.

Many approaches can be used to gain molecular and cellular  
evidence on experience-dependent microstructural changes, 
ranging from cell cultures to studies in behaving animals. Each 
experiment is typically only able to test for a limited set of struc-
tural changes, so building up a clear picture of how to understand 
systems-level effects requires integration across a wide literature. 
Observed changes can be broadly categorized into neuronal changes 
in gray matter, neuronal changes in white matter, and extra-neuronal  
change (Fig. 3). Neuronal changes in gray matter may include 
neurogenesis, synaptogenesis and changes in neuronal morphology.  
In white matter, changes in the number of axons, axon diameter, 
the packing density of fibers, axon branching, axon trajectories and 

myelination can be found. Extra-neuronal changes include increases 
in glial cell size and number, and angiogenesis.

Any of these cellular changes may influence MRI signals (see 
Box 1). For example, variations in neuronal, glial and synaptic density 
may affect modalities sensitive to the proportion of cellular material 
versus extracellular space in a voxel, such as proton density imaging 
or relaxometry. Such features would therefore influence commonly 
used methods to assess gray matter change (voxel-based or tensor-
based morphometry, cortical thickness) that rely on image intensity 
boundaries in T1-weighted images. Myelin will modulate measures 
sensitive to lipid content, such as relaxation times17 (and hence any 
method based on T1-weighted images), and measures that reflect the 
presence of barriers to water diffusion, such as fractional anisotropy18. 
Changes in the trajectory of white matter pathways could alter frac-
tional anisotropy values in white matter and affect quantitative mea
sures from modeling of complex diffusion profiles19. Angiogenesis 
could be detected by techniques such as contrast-enhanced imaging 
of blood volume or perfusion imaging of cerebral blood flow.

Ultimately, histological studies are required to make direct links 
between imaging measures and underlying mechanisms. For example,  
in one elegant study of gray matter plasticity, groups of mice were 
trained on different versions of a water maze, designed to depend 
on distinct brain systems, and volume measures were used to assess 
structural differences between groups20. As predicted, mice trained 
on a spatial version had growth in the hippocampus, whereas those 
trained on a cued version had growth in the striatum. The MRI-
derived measures of growth correlated with GAP-43 (growth-
associated protein-43) staining, a marker for axonal growth cones, 
and not with measures of neuronal size or number, suggesting that 
the MRI volume change reflected remodeling of neuronal processes, 
rather than neurogenesis.
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Figure 3  Candidate cellular mechanisms. (a) Cellular events in gray  
matter regions underlying changes detected by MRI during learning include  
axon sprouting, dendritic branching and synaptogenesis, neurogenesis,  
changes in glial number and morphology, and angiogenesis. (b) Changes in  
white matter regions include alterations in fiber organization, which could  
include axon branching, sprouting, packing density, axon diameter, fiber  
crossing and the number of axons; myelination of unmyelinated axons;  
changes in myelin thickness and morphology; changes in astrocyte 
morphology or number; and angiogenesis.
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Candidate mechanisms for gray matter changes
Most neuroimaging studies are motivated by hypotheses concern-
ing neuronal structure or function. Yet non-neuronal components, 
such as vasculature and glial cells, will also influence MRI signals. 
Vasculature accounts for about 5% of gray matter21. In human gray 
matter, glia are believed to outnumber neurons by approximately 6 to 1,  
with varying ratios in different brain regions. In this section we 
will discuss evidence for both neuronal and non-neuronal activity-
dependent changes in gray matter and will speculate on whether such 
changes may contribute to observed neuroimaging effects.

Neurogenesis
If a neuroimaging study detects increases in volume of a particular struc-
ture, then an attractive explanation is that there has been growth of new 
neurons. There is good evidence for adult neurogenesis occurring with 
learning in the hippocampus. Learning accelerates the maturation of the 
dendritic trees of new-born neurons and promotes their integration into 
functional hippocampal neural networks22. Transiently reducing the 
number of adult-born hippocampal neurons in mice impairs performance 
in memory tasks23, and conversely, increasing adult hippocampal neuro-
genesis by genetic manipulation improves pattern separation learning24.

What is the likelihood that neurogenesis underlies some of the 
observed neuroimaging changes with experience? Although adult 
neurogenesis produces thousands of new granule cells in the dentate 
gyrus every month25, this is a relatively small increase in total number of 
hippocampal neurons. Furthermore, although there have been reports 
of neurogenesis in the mammalian adult neocortex26, this is contro-
versial. Thus, neurogenesis is likely a minor factor in MRI changes, 
particularly those found outside the hippocampus in association with 
learning. Animal studies using ferritin-based reporters27 and labeling 
precursor cells with iron oxide nanoparticles28 to visualize neuroblast 
migration with MRI may be helpful in answering this question.

Gliogenesis
Another explanation for MRI volume increases is increase in the 
number of non-neuronal cells. Unlike mature neurons, which cannot 
divide, astrocytes and oligodendrocyte progenitor cells (OPCs) retain 
the ability to divide in the adult brain. Indeed, it has been argued that 
all new cells in adult neocortex are non-neuronal; including glial cells 
and endothelial cells29. Gliogenesis, and structural plasticity of non-
neuronal cells, occurs in response to learning and experience30 and 
might therefore be an important candidate mechanism for some of 
the MRI findings discussed above. The role of astrocytes in synaptic 
function, ion homeostasis, neuroenergetics and blood flow regula-
tion in response to neuronal activity implicates these cells in changes 
detected by functional and structural MRI31.

In addition, microglia, the resident immune cells of the brain, have 
traditionally been considered only in the context of pathology, but new 
research is pointing to microglial involvement in structural and functional 
plasticity of synapses and dendrites during development and learning, 
and hence this involvement could have direct relevance for MRI-based 
measures. For example, in vivo microscopy shows that microglia have 
highly motile cell processes that continually survey the brain parenchyma 
and form transient contacts with synapses32. This process is experience-
sensitive, as light deprivation reduces the motility of microglial processes, 
whereas reexposure to light reverses this response32 and is regulated by 
glutamate and ATP in an activity-dependent manner33.

Synaptogenesis and changes in neuronal morphology
Although we would argue that neurogenesis is unlikely to have a 
large role in MRI-detected experience-dependent change outside the  

hippocampus, other changes in neuronal morphology may neverthe-
less contribute. For example, motor skill learning is associated with 
synaptogenesis34 and changes in dendritic spine morphology35. One 
study of cerebellar changes in rats showed that whereas an increase 
in synapse number persists for 4 weeks, initial astrocytic growth 
(hypertrophy) declines in the absence of continued training, indi-
cating differences in glial versus neuronal responses to experience36. 
Changes in dendritic spine structure can also persist after learning. 
For example, monitoring spine formation and elimination over time 
in the mouse cerebral cortex by in vivo microscopy has shown that the 
extent of spine remodeling correlates with behavioral improvement 
after learning37. A small fraction of new spines are preserved after 
learning, and these seem to provide a structural basis for long-term 
memory retention.

These distinctions in persistence of different types of structural 
change suggest that observing the time course of training-evoked 
change in neuroimaging studies may help to narrow down candidate 
mechanisms, but results thus far are mixed. Some studies on juggling, 
for example, have found that gray matter changes revert to baseline 
levels7, consistent with the time course of glial change observed in 
animal studies, but others have observed a persistence or even con-
tinued increases in these changes after the end of training9,38, more 
consistent with synaptogenesis and spine formation.

Vascular changes
Training studies suggest that experience can alter the vasculature, 
particularly with regimes that increase physical activity. For example, 
experiments on middle-aged monkeys show that physical exercise 
increases histologically quantified vascular volume in the cerebral 
cortex in parallel with improved performance on cognitive tests; both 
effects are lost after a 3-month sedentary period39. Such vascular 
changes likely contribute to activity-dependent differences observed 
by structural MRI after training. One compelling study performed in 
both mice and humans showed that imaging measures of increased 
blood volume in the dentate gyrus of the hippocampus of exercis-
ing mice correlate with post-mortem measures of neurogenesis in 
this structure40. The authors argue that similar increases in blood 
volume observed using imaging in the hippocampus of exercising 
humans therefore likely also reflect neurogenesis, but this remains to 
be directly tested, and it is plausible that vascular changes could occur 
in some contexts even in the absence of neurogenesis.

Signaling pathways for gray matter changes
A broad range of activity-dependent signaling molecules and transcrip-
tion factors are involved in regulating dendritic morphology and devel-
opment of neurons and glia, most notably neurotransmitters, cytokines 
and growth factors. Summarizing the voluminous literature on signaling 
in neuronal plasticity is beyond the scope of this review. One example 
with supporting evidence from cellular to human imaging studies is 
brain-derived neurotrophic factor (BDNF) and its high-affinity receptor 
TrkB (tyrosine receptor kinase B), which have been widely implicated in 
neurogenesis and in morphological changes in dendrites during environ-
mental experience and learning41. In human studies, polymorphisms in 
the BDNF gene are associated with variations in hippocampal volume42, 
memory performance43 and susceptibility to plasticity-inducing brain 
stimulation protocols44. BDNF can regulate development of oligodendro-
cyte progenitor cells and affect myelination45; however, activity-dependent  
regulation of myelination by BDNF has not been shown.

Far less attention has been given to activity-dependent regulation of 
glial development. Blocking neural impulse activity with tetrodotoxin 
reduces the number of astrocytes that develop in hippocampal cell cultures.  
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This is explained in part by release of the neurotransmitter ATP from 
neurons, which in turn stimulates release of the cytokine leukemia-
inhibitory factor from astrocytes46. Immune system signaling molecules 
affecting microglia, including the major histocompatibility complex 
(MHC)47 and C1q48, have been implicated in activity-dependent  
structural plasticity and remodeling of brain circuits.

Functional activity in neurons, astrocytes and blood vessels is tightly 
coupled and regulated by several signaling molecules. Among these, 
vascular endothelial growth factor (VEGF) has many activities affect-
ing blood vessels, neurons, astrocytes, neurogenesis and cognition. 
Overexpressing VEGF or blocking endogenous VEGF in the hippo
campus of adult mice affects neurogenesis, angiogenesis, long-term 
potentiation and memory49. However, the study in question found that 
the effects of VEGF manipulation on memory are evident before newly 
added neurons could have become functional, thus implicating effects 
of VEGF on mature neurons in the formation of memory.

Candidate mechanisms for white matter changes
Although it is clear that cellular changes in gray matter participate 
in learning, it is less obvious how structural changes in white matter 
might do so. However, any complex task requires transmission of 
information through a series of distant cortical regions with dis-
tinct task-relevant functions. Optimizing the speed or synchrony of 
impulse transmission could therefore be an important aspect of learn-
ing50. Changes in white matter, including axon diameter, the number 
of myelinated axons in a tract, the thickness of myelin, or other mor-
phological features such as internodal distance determine the speed 
of impulse propagation and thus could contribute to increased func-
tional performance with learning.

These structural properties of white matter influence neuroimaging 
measures. For example, diffusion imaging measures are sensitive to 
many tissue properties18, including variation in myelin51, axon diameter 
and packing density52, axon permeability18 and fiber geometry19.

Myelin
Many diffusion imaging studies of experience-dependent white matter 
plasticity propose change in myelin as a potential mechanism. This is 
a departure from the traditional view of myelin as passive electrical 
insulation, static and irrelevant to nervous system plasticity outside the 
context of injury or disease53. However, myelination is dynamic through 
development and into early adulthood, notably in the cerebral cortex, 
where the frontal lobes are the last regions to myelinate. Could activity-
dependent modulation of myelin persist throughout adulthood?

Myelination of unmyelinated axons, or modification of the myelin sheath 
on myelinated axons, could participate together with synaptic remodeling 
in altering brain circuitry according to experience. OPCs remain resident 
in substantial numbers in the adult brain; indeed, one-third of OPCs in the 
adult mouse brain originate after adolescence54. These cells participate in 
repair after myelin damage, but they could in theory participate in learning 
if myelination of unmyelinated axons is stimulated by functional activity. 
Internodal lengths decrease in visual cortex of rhesus monkeys55 during 
normal aging, suggesting active remyelination throughout life.

Activity-dependent changes in myelin would provide a mechanism 
for experience-dependent regulation of impulse conduction velocities. 
Physical activity is known to affect conduction velocity, as conditions of 
inactivity, such as during bed rest or outer space missions, temporarily 
reduce conduction velocities56. Increasing motor activity in rats is asso-
ciated with altered myelin thickness and axon diameter in peripheral 
nerves57. The results suggest that activity not only influences the forma-
tion of myelin but also influences the maintenance and morphology of 
the sheath after myelination is complete.

Several neuroimaging studies have reported changes in white matter 
structure with learning in adults9–11, yet sensitivity of myelination 
to environmental experience seems to be reduced in adulthood. 
Although the volume of the splenium of the corpus callosum increases 
by 10% in adult rats exposed to an enriched environment, histological 
analysis has shown that this is caused by an increase in number of 
astrocytic cell processes and branching of unmyelinated axons, rather 
than an increase in myelin58.

Combined histological and MRI studies on animals are required 
to answer the question of whether myelin changes underlie the white 
matter plasticity observed with imaging. A recent study of rats trained 
in the Morris water maze showed changes in diffusivity or anisotropy 
in several brain regions, including cingulate, piriform and somato-
sensory cortex, dentate gyrus and corpus callosum59. Similar effects 
were detected, albeit with lower magnitude, in older rats. Histological 
analysis confirmed that gray matter regions with decreased diffusivity 
also show an increase in astrocyte cell volume, whereas the increased 
fractional anisotropy observed in corpus callosum is associated with 
increased staining for myelin basic protein.

Activity-dependent axonal sprouting, pruning or re-routing
In hippocampus, sprouting of mossy fiber axons has been observed 
after induction of long-term potentiation60 and after spatial  
learning61, but similar changes are induced by forced and voluntary 
physical exercise in the absence of learning62. Pruning of axons 
is guided by activity-dependent competition to refine functional 
circuits. Using a mouse genetic system in which restricted popula-
tions of neurons in the hippocampus can be inactivated, Yasuda  
et al. showed that a similar activity-dependent competition par-
ticipates in establishment of functional memory circuits63. That 
study reports that inactive axons in the hippocampus are elimi-
nated by activity-dependent competition with active axons, and in 
the dentate gyrus, which undergoes neurogenesis throughout life, 
axon refinement is achieved by competition between mature and 
young neurons.

There is some evidence for changes in long-range cortico-cortical 
connectivity occurring with learning and with recovery from damage64. 
For example, when macaque monkeys learn to use a rake to retrieve 
food pellets, cells in the parietal cortex, where new bimodal responses 
are found, also show a new pattern of anatomical connectivity:  
inputs from certain visual areas were detected in trained animals but 
not in untrained animals, suggesting the possibility of a rebranching 
of fibers in response to training, to allow particular types of visual 
information to reach parietal regions. Similar rewiring has been 
observed in response to damage in a squirrel monkey model65. Such 
changes in the route of fiber bundles should affect imaging measures 
reflecting the directional preferences of water diffusion. For example, 
diffusion MRI models of complex fiber structure19 could be used to 
detect subtle changes in tract geometry.

Signaling pathways for white matter changes
Recent in vitro studies are beginning to elucidate the molecular signals 
and neurotransmitter release mechanisms that could allow activity in 
an axon to influence myelinating glia and white matter microstruc-
ture. Synapses do form transiently on some OPCs in white matter66,67, 
but their function is unknown. Recently a nonsynaptic mechanism 
of neurotransmitter (ATP) release from axons has been described 
taking place through volume-regulated anion channels in axons that 
become activated by trains of action potentials68. Activity-dependent 
release of ATP from axons has been shown to regulate myelination in 
the peripheral69 and central nervous systems70,71. The diverse range 
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of membrane receptors expressed in oligodendrocytes suggest that 
other types of cell-cell communication molecules72–74, including  
diffusible and cell surface molecules, could influence OPC prolifera-
tion, migration, differentiation, survival and myelin formation, in an 
activity-dependent manner.

In addition to effects on OPC development, new evidence shows 
that electrical activity in axons can control the complex sequence of 
cellular events necessary for myelination. Immature oligodendrocytes 
populate the human cerebral white matter throughout the later half of 
gestation, yet most do not commit to myelinogenesis until 3 months 
later75, demonstrating a dissociation between events that regulate 
maturation of oligodendrocytes and their commitment to myelino-
genesis. Myelin formation requires cell recognition to myelinate the 
appropriate axon, the formation of adhesive contacts, elaboration of 
vast areas of cell membrane to form myelin sheets, wrapping many 
layers of membrane around axons, and the removal of cytoplasm from 
between the wraps of myelin to form compact stacks of lipid mem-
brane, all of which might be influenced by signaling from electrical 
activity in axons. Impulse activity regulates expression of an adhe-
sion molecule on neurons, L1-CAM (L1 cell adhesion molecule), that 
is essential for myelination76, and recently vesicular release of the 
neurotransmitter glutamate along axons has been shown to stimulate 
the initial events in myelination. Both the cholesterol-rich signaling 
domains between axons and oligodendrocytes and the local synthesis 
of myelin basic protein from mRNA in the oligodendrocyte process 
are stimulated by the activity-dependent release of glutamate from 
axons77. This would preferentially myelinate axons that are electrically 
active and increase the speed of conduction through these function-
ally active circuits. This process could therefore underlie some of the 
changes in white matter seen in MRI studies.

Interrelations between neuron and glial changes
Considering activity-dependent changes in neurons and glia inde-
pendently is highly artificial, as the two cell types are tightly coupled 
in both gray and white matter tissue through many interactions and  
pathways of communication. Myelination is regulated by axon dia
meter, for example. Thus, changes in axon diameter during learning  
could in turn cause oligodendrocytes to alter the thickness of the mye-
lin sheath. Conversely, myelinating glia can regulate axon diameter 
and even the survival of axons73. Axons that become demyelinated 
can degenerate, and this can lead to the death of neurons78. Regardless 
of which cell initiates the response, both axons and glia may be 
affected by impulse activity (directly or indirectly) through their  
close association.

An example of this intimate relationship is provided by the protein 
Nogo-A. Nogo-A is a myelin protein that interacts with the Nogo-66 
receptor 1 (NgR1) in axons to inhibit growth cone motility and axon 
sprouting. Several other myelin proteins, including MAG (myelin-
associated glycoprotein) and OMgp (oligodendrocyte myelin glyco-
protein), interact with the Nogo receptor, making myelin a potent 
inhibitor of axon sprouting, fasciculation, branching and axon exten-
sion79, as well as affecting synapse formation, synapse morphology 
and activity-dependent synaptic strength80. The function of myelin 
proteins in suppressing axon sprouting is thought to limit structural 
plasticity of neural circuits after refinement through environmental 
experience and thus to preserve the refinements. Myelin is therefore 
important in determining the critical period for learning, and it is 
central to activity-dependent development of neural circuits.

More recently, it has been determined that Nogo-A is also expressed 
in some neurons. Ablation of this gene in neurons leads to longer 
neurites, increased fasciculation and decreased branching of cultured 

dorsal root ganglion neurons, and anti-Nogo-A antibodies lead to 
aberrant innervation of the hind limbs of chick embryos79. In Nogo-A  
we see a molecule coupling neurons and glia, white matter and gray 
matter, to structural modifications of brain circuits that likely underlie 
changes seen with MRI during learning. Nogo-A may be exceptional 
in this respect, or simply the first of many molecules yet to be recog-
nized controlling activity-dependent interactions between neurons 
and glia in gray and white matter.

Concluding remarks
Human imaging studies identifying experience-dependent structural 
changes in brain gray and white matter have rightly generated much 
excitement in recent years. A future challenge is to determine the 
cellular changes that underlie these macrostructural observations. 
Meeting this challenge requires greater cross-talk between those 
studying human populations and those working with animal mod-
els, and greater integration of techniques. Animal studies in which 
both imaging and histological measures can be taken in parallel, in 
particular, will help to establish the relative contributions of different 
cellular processes to the MRI effects, keeping in mind that multiple, 
coordinated cellular responses may be associated with a single MRI-
based variable.

In future, greater use of multimodal imaging approaches in humans 
should provide increased specificity to better discriminate specific 
types of cellular changes during learning and in relation to behavior. 
The MRI technique of magnetization transfer provides a good exam-
ple of the potential for complementarity across modalities because 
it is thought to be differentially sensitive to myelination. In mag-
netization transfer, the magnetization of macromolecules, such as 
those contained in myelin, is selectively altered (saturated) so that its 
effect can be detected through exchange with observable liquid spins. 
Magnetization transfer has already been used to examine natural vari-
ation of white matter composition in healthy populations81 and there-
fore has distinct potential to be used as a more specific probe of neural 
plasticity associated with learning. Similarly, myelin measures can be 
derived from maps of multi-exponential T2 relaxation times82 and 
vital stains for myelin sheaths can be imaged with positron emission 
tomography83. These myelin-specific measures could complement 
measures derived from MRI techniques such as diffusion tensor imag-
ing or voxel-based morphometry that are sensitive to several features 
of tissue organization and microstructure.

Pushing the boundaries of image acquisition with sophisticated 
hardware can provide a new window on tissue microstructure at a 
level not previously achievable in human studies. In gray matter, 
for example, imaging at ultra-high resolution, and with multiple 
signal modalities, allows measures to be taken in specific cortical 
layers84 or hippocampal subfields85. New developments in model
ing of complex tissue architecture can provide greater sensitivity 
to specific cellular features. In white matter, for example, diffusion 
imaging can be adapted to generate axon diameter distributions86 
or estimates of myelin microstructure87. Such advances offer great 
potential to further our understanding of brain structural variation 
with learning and behavior. Despite the many obstacles that will 
have to be overcome, human neuroimaging and cellular and molec-
ular neuroscience have much to gain from further interactions in  
both directions.
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