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Abstract

Mental imagery is a complex cognitive process that resembles the experience of perceiving an object when this object is not
physically present to the senses. It has been shown that, depending on the sensory nature of the object, mental imagery also
involves correspondent sensory neural mechanisms. However, it remains unclear which areas of the brain subserve supramodal
imagery processes that are independent of the object modality, and which brain areas are involved in modality-specific imagery
processes. Here, we conducted a functional magnetic resonance imaging study to reveal supramodal and modality-specific net-
works of mental imagery for auditory and visual information. A common supramodal brain network independent of imagery modal-
ity, two separate modality-specific networks for imagery of auditory and visual information, and a common deactivation network
were identified. The supramodal network included brain areas related to attention, memory retrieval, motor preparation and
semantic processing, as well as areas considered to be part of the default-mode network and multisensory integration areas. The
modality-specific networks comprised brain areas involved in processing of respective modality-specific sensory information. Inter-
estingly, we found that imagery of auditory information led to a relative deactivation within the modality-specific areas for visual
imagery, and vice versa. In addition, mental imagery of both auditory and visual information widely suppressed the activity of pri-
mary sensory and motor areas, for example deactivation network. These findings have important implications for understanding
the mechanisms that are involved in generation of mental imagery.

Introduction

Mental imagery is a complex cognitive process that resembles the
experience of perceiving an object when this object is not physically
present to the senses. Depending on the sensory nature of the object,
mental imagery is characterized by a vivid re-experience of previ-
ously viewed visual material, heard auditory content or perceived
other types of sensory information. For example, when we imagine
a recent car drive, we re-experience the view from inside the car,
the landscape outside the car, and music or voices from the radio. It
is possible to voluntarily concentrate on information of a particular
sensory modality that we intend to re-experience, and this process
leads to mental imagery within the corresponding modality.
Behavioural as well as neuroimaging studies provide strong evi-
dence that such a vivid re-experience is very similar to the actual

perception of the same information (e.g. Kosslyn et al., 1997; Ishai
et al., 2000; O’Craven & Kanwisher, 2000; Sack et al., 2002, 2005;
Ganis et al., 2004; Mechelli et al., 2004; also see Kosslyn et al.,
2001; Ishai, 2010a; for reviews). Neuroimaging studies showed that
correspondent sensory association cortices are involved in sensory
mental imagery. A few studies have also attempted to distinguish a
supramodal network of mental imagery, i.e. regardless of its sensory
modality. Recently, Daselaar et al. (2010) addressed the issue of
modality-specific and modality-independent networks of mental
imagery for auditory and visual stimuli in a functional magnetic res-
onance (fMRI) study. Based on a comparison between activation
maps obtained during auditory and visual imagery, the authors con-
cluded that the default-mode network (DMN) constitutes a modality-
independent ‘core’ of the imagery network. However, the experi-
mental design employed in Daselaar et al., who used a fast stimulus
presentation and a very short imagery phase (3 s), could have
obscured some relevant changes in brain activity, and indeed the
authors did not observe brain activations usually associated with
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information retrieval (see Svoboda et al., 2006; Binder et al., 2009
for reviews). Moreover, previous studies showed that mental imag-
ery is a cognitive process that consists of several stages, and the
duration of these stages may vary substantially between participants
(Sternberg, 1969; Formisano et al., 2002; Sack et al., 2002, 2005,
2008). Such an intersubject variability could obscure relevant brain
activations in case of a short imagery phase. Studying supramodal
and modality-specific networks of auditory and visual mental imag-
ery, Daselaar et al. (2010) suggested that: (i) the supramodal net-
work for mental imagery is not shared with perception of the same
stimuli; and that (ii) supramodal activity may be attributed to the
DMN. However, due to the experimental design employed in their
study, these hypotheses need to be tested in other experimental set-
tings. Interestingly, involvement of the core areas of DMN in mental
imagery was often observed in fMRI and positron emission tomog-
raphy (PET) studies of memory retrieval and mental imagery (see
Ishai et al., 2000; Svoboda et al., 2006; Binder et al., 2009), but
their specific role in these processes was not clarified before.
In another fMRI study, Belardinelli et al. (2004) investigated pat-

terns of activation corresponding to different imagery conditions and
modalities, including mental imagination of shapes, sounds, touches,
odours, flavours, self-perceived movements and internal sensations.
The authors used block design with sufficiently long imagery
intervals. They observed activation in the posterior part of the mid-
dle-inferior temporal cortex as a common neural substrate for all
imagery conditions. The authors also emphasized the predominant
role of the left hemisphere for all imagery conditions, and reported
some common activity in the prefrontal and parietal areas, showing
a more complex pattern across different imagery conditions. Belardi-
nelli et al. (2004) attributed their findings to working memory and
attentional processes, and suggested that semantic processes can
strongly affect generation of mental images. Interestingly, for some
imagery conditions they observed activation in brain areas constitut-
ing to the DMN (see Table 2). Their findings are complementary to
the findings obtained by Daselaar et al. (2010). Unfortunately,
Belardinelli et al. (2004) did not report whether relative deactivation
of any brain region was associated with imagery or not. Previous
fMRI studies showed that apart from brain activation, mental imag-
ery also involves brain deactivation, and the level of deactivation
has been shown to correlate to behavioural measures (Amedi et al.,
2005; Daselaar et al., 2010). In sum, the studies performed by Dase-
laar et al. (2010) and Belardinelli et al. (2004) provide important
but not complete and partly contradicting insights into the supramo-
dal networks involved in mental imagery.
While the supramodal nature of mental imagery is still a matter

of debate, visual (e.g. Ishai et al., 2000; Sack et al., 2002, 2005,
2008; Amedi et al., 2005; Cui et al., 2007) and auditory (Zatorre
et al., 1994; Halpern & Zatorre, 1999; Platel et al., 2003; Kraemer
et al., 2005; Groussard et al., 2010) imagery studies consistently
report the involvement of visual and auditory association cortices,
respectively. In particular, the ventral temporal area seems to play a
key role in visual imagery (e.g. see Ishai, 2010a,b for a review).
Moreover, there is evidence that activation of this area is context-
dependent, and that the exact localization of activity varies depend-
ing on the type of visual information: imagery of objects activates
object-related areas, whereas imagery of faces activates face-related
areas in the fusiform gyrus (FG; Ishai et al., 2000). However, the
exact role of primary visual areas during imagery of the visual infor-
mation still remains unclear. Brain lesion studies indicate that visual
imagery is possible even without participation of these areas (Chat-
terjee & Southwood, 1995), but the results of neuroimaging studies
are controversial. A PET study by Kosslyn et al. (1995) revealed

activation of the primary visual cortex during ‘high-resolution’ men-
tal imagery. Another PET study from Mellet et al. (2000) chal-
lenged this hypothesis, by revealing relative deactivation within
primary visual areas. Furthermore, Cui et al. (2007) did not find
involvement of primary visual areas during visual imagery at the
group level. At the same time, the authors discovered a positive cor-
relation between the imagery score, measured with the visual imag-
ery questionnaire, and the level of activation in the primary visual
cortex at the individual level. The time courses in Cui et al. (2007)
suggest slight deactivation of primary visual areas during imagery.
Amedi et al. (2005) revealed deactivation of primary and association
auditory cortices, which was negatively correlated to activation in
the lateral occipital complex and the imagery score measured with
the visual imagery questionnaire. Daselaar et al. (2010) found rela-
tive deactivation of primary visual areas during visual imagery as
compared with auditory imagery. As concerns other brain areas that
are involved in visual mental imagery, the study by Mechelli et al.
(2004) stated that both the frontal eye fields (FEFs) and the superior
parietal lobule (SPL) play a crucial role in generation of visual men-
tal images. The authors noted that contribution of these areas is
non-selective, context-unspecific and aids in the maintenance of the
image in the ‘mind’s eye’. To conclude, the modality-specific net-
work for visual imagery seems to be represented by context-specific
activations (lateral occipital complex), and context-unspecific activa-
tions (FEF and SPL). Primary visual as well as auditory areas are
slightly deactivated during visual imagery. However, such a sum-
mary is purely cumulative – so far no single study has provided
clear evidence of such modality-specific network for visual imagery.
With regard to mental imagery of auditory information, several

studies have revealed neural correlates of music imagery. The com-
mon finding of these studies is activation of the auditory association
cortex within the superior temporal gyrus (STG) during re-experi-
ence of music (Halpern & Zatorre, 1999; Kraemer et al., 2005;
Groussard et al., 2010). However, it is still unclear whether this
region is involved in the re-experience of music exclusively, and
whether the left and right hemispheres are involved differentially or
not. On the one hand, Halpern & Zatorre (1999) described involve-
ment of the right, but not the left, superior temporal cortex in imag-
ery of music without lyrics. They did not report any significant
activity within the left temporal lobe. On the other hand, Kraemer
et al. (2005) found activity only in the left auditory association cor-
tex regardless of whether songs contained lyrics or not. They also
found that if the imagined songs contained no lyrics, cortical activity
was extended into the left primary auditory cortex. Groussard et al.
(2010) reported that both left and right auditory association cortices
are involved in vivid music retrieval, irrespective of the semantic
task used. It should be noted that in both fMRI studies performed
by Groussard et al. (2010) and Kraemer et al. (2005), an event-
related design was employed, and some temporally unsynchronized
activity may not be detected with such a design (Sternberg, 1969;
Bradburn et al., 1987; Formisano et al., 2002).
In the present study, we used fMRI to examine supramodal and

modality-specific brain networks involved in mental imagery of
auditory and visual information. We employed a standard block
design with relatively long imagery periods (28 s) to reduce the
influence of inter-individual differences in duration of different
imagery phases on the brain activity as much as possible. We asked
our participants to engage in mental imagery of either auditory or
visual information, choosing music and visual objects, respectively.
Music and visual objects can be considered equally complex stimuli
for humans as they both represent a combination of essential fea-
tures within the corresponding sensory modality, such as elementary

© 2013 Federation of European Neuroscience Societies and John Wiley & Sons Ltd
European Journal of Neuroscience, 37, 1421–1434

1422 M. Zvyagintsev et al.



shapes, colours, etc. for the visual modality; and timbre, pitch, etc.
for the auditory modality. Based on the previous findings summa-
rized above, we hypothesized that imagery of both types of informa-
tion should result in common activation of a supramodal network
consisting of brain areas related to memory retrieval, attention,
semantic processing, motor preparation, imagery and the DMN
(Greenberg & Rubin, 2003; Svoboda et al., 2006; Binder et al.,
2009; Daselaar et al., 2010). Further, we expected that imagery of a
correspondent sensory information involves modality-specific sen-
sory areas (e.g. Ishai, 2010a,b). Contrasting activation maps for
imagery of auditory and visual information and baseline, we
revealed brain areas subserving mental imagery for each of the sen-
sory modalities as well as those that subserved both modalities. We
further reconstructed the time courses of the revealed brain areas
and correlated their activity with behavioural measures such as viv-
idness and difficulty of imagery. Finally, we separated the revealed
brain areas into areas subserving mental imagery for both sensory
modalities (supramodal network), and the areas subserving imagery
for each modality separately (modality-specific networks). Impor-
tantly, the present study not only analysed task-related elevations of
the blood oxygen level-dependent (BOLD) signal (positive BOLD
response), but also focused on its relative deactivation during imag-
ery. Such a negative BOLD signal indicates less neural processing
during one task as compared with another task (Amedi et al., 2005;
Shmuel et al., 2006).

Materials and methods

Participants

Fifteen right-handed participants (seven females, mean age =
25.1 years, SD = 5.7 years) participated in the present study. All
participants had normal or corrected-to-normal vision, normal hear-
ing, no contra-indications against MR investigations, no history of
neurological or psychiatric illness, and no history of psychopharma-
cological therapy. The experiment was conducted in accordance
with the Declaration of Helsinki, and the experimental protocol was
approved by the Ethics Committee of the RWTH Aachen Univer-
sity. Written informed consent was obtained from all participants,
following a complete description of the study and all experimental
procedures.

Procedure

The experiment consisted of two fMRI sessions. During a single
session, participants were either engaged in mental imagery of visual
(Visual) or auditory (Auditory) information, respectively. The order
of the sessions was randomized across participants, and all partici-
pants were instructed to keep their eyes open during both sessions.
During the Auditory session, participants were instructed to recall

familiar melodies that they encounter regularly, imagine listening to
these melodies acoustically and to maintain this auditory imagina-
tion of one concrete melody in their ‘mind’s ear’ within one fMRI
block of 28 s. Participants were instructed to imagine one melody
within one imagery block so that the melodies did not repeat within
a session. Such a strategy (to imagine only one object within a sin-
gle block) was chosen as previous studies (i.e. Sternberg, 1969;
Bradburn et al., 1987; Formisano et al., 2002) had shown that imag-
ery consists of several phases, such as semantic-related process,
memory recall and working memory load. Choosing a design with
imagery of one object per block, we attempted to avoid influence of
these phases on imagery-related activation. Because all participants

were familiar with mp3 player devices, they were told to imagine
melodies similar to listening to a song on the mp3 player. Partici-
pants were instructed to concentrate only on the auditory input and
the auditory properties of the melody, such as pitch, rhythm and
progression.
During the Visual session, participants were instructed to recall

objects that they use daily, imagine those objects visually and main-
tain this visual imagination of one concrete object in their ‘mind’s
eye’ within one fMRI block of 28 s (compare Ishai et al., 2000). The
instruction was to imagine one particular visual object within one
imagery block and not to imagine the same object twice within a ses-
sion. Participants were explicitly instructed to ‘reconstruct’ with their
‘mind’s eye’ the details of this object, such as colour, shape, size, etc.
They were instructed to focus solely on the visual properties of the
object itself, instead of focusing on visual properties more related to
context or environment in which the object normally appears. With
regard to the specific content of imagery, however, participants were
free to choose any object. Free choice of the imagery object was previ-
ously applied by Schifferstein (2008). Based on this study we relied
on the fact that such free choice provides sufficient and similar vivid-
ness for imagery of auditory and visual objects.
Before fMRI sessions, participants were trained in a brief practice

session outside the MR scanner until they clearly understood the
task and the strategy for either visual or auditory imagery. Immedi-
ately after each session, participants were asked to name objects of
their choice. They also rated the vividness of each recall, its diffi-
culty and emotional feelings associated with the recall. The vivid-
ness and difficulty were rated from 1 (small) to 4 (strong). Each
session lasted 8 min and 30 s, consisting of eight 28-s recall blocks
and nine 28-s baseline blocks. During the experimental run, partici-
pants were presented with visual instructions using MR-compatible
goggles (VisuaStimDigital, Resonance Technology, Northridge, CA,
USA). The instruction of the current task was displayed in front of
a black background: ‘auditory’, ‘visual’, ‘count back’ for the Audi-
tory, Visual and baseline task, respectively. Between the blocks, a
hash mark (#) was shown for 2 s, to indicate a switch between the
tasks. Each session started and finished with a baseline block (i.e.
counting back task). With this task we attempted to achieve the fol-
lowing: (i) a ‘wash-out’ effect – so that participants can immediately
switch between the tasks; (ii) to make auditory and visual conditions
comparable; and (iii) to control for inner speech. The counting back
task was also chosen because it can be assumed that such a task
does not involve memory retrieval or imagery-related activity (e.g.
Prado et al., 2011). All participants were explicitly told not to imag-
ine the numbers during calculation. In the brief practice session they
were also instructed to develop a strategy to count back and not to
imagine numbers herewith. After each session they were explicitly
asked whether they imagined numbers during the counting back
task. During the counting back task, participants were instructed to
subtract 7 from 500 sequentially while keeping their eyes opened.

Acquisition

Imaging data were collected using 3-Tesla Siemens Trio Scanner
(Siemens, Erlangen, Germany) with a standard 12-channel head coil.
Anatomical data were acquired using a T1-weghted MPRAGE
sequence (TE = 2.98 ms; TR = 2300 ms; TI = 900 ms; flip angle =
9°; FOV = 256 9 256 mm²; voxel size = 1 9 1 9 1 mm3; 176
sagittal slices). Functional data were acquired using an EPI sequence
(TE = 28 ms; TR = 2000 ms; flip angle = 77°; voxel size = 3 9

3 9 3 mm3; gap = 0.75 mm; FOV = 192 9 192 mm2; matrix size =
64 9 64; 34 transverse slices).
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Data analysis

fMRI data were analysed with the BrainVoyager QX 2.3 software
package (Brain Innovation, Maastricht, the Netherlands). The first
five images of each functional run were discarded to avoid T1 satu-
ration effects. Preprocessing of functional data included slice-time
correction using ‘sinc’ interpolation, motion correction using ‘sinc’
detection and interpolation, temporal filtering and spatial smoothing.
Drift removal was achieved using a high-pass temporal filter
(3 cycles/run, equivalent to 0.006 Hz), and high-frequency fluctua-
tions were removed with a 4-s full-width at half-maximum Gaussian
kernel. In the spatial domain, the data were smoothed with 8-mm-
width Gaussian kernel. After preprocessing, functional data were co-
registered to the individual high-resolution anatomical images. In an
initial alignment step, the functional and anatomical data sets were
co-registered based on the spatial position information recorded by
the MR scanner. Subsequently, a more fine-grained alignment was
achieved by applying the intensity-driven, multi-scale alignment pro-
cedure as implemented in BrainVoyager QX 2.3. The results of the
alignment process were verified visually for each participant sepa-
rately. Talairach transformation (Talairach & Tournoux, 1988) of
the anatomical data sets was performed manually by aligning the
sagittal data set with stereotactic axes (anterior and posterior com-
missure) and defining the extreme points of the cerebrum. The
resulting Talairach transformation matrix was applied to both ana-
tomical and functional images (including re-sampling of voxels to
3 9 3 9 3 mm3). The transformed anatomical data sets were aver-
aged across all 15 participants. This average brain was further used
as an anatomical mask for the general linear model (GLM) calcula-
tions. The functional volumetric time course data were further sub-
jected to GLM analysis. For each participant, we defined predictors
of interest corresponding to the Auditory and Visual conditions last-
ing 28 s each. Baseline predictors were defined implicitly. In addi-
tion, we also added six predictors representing the individual motion
correction parameters (three rotational and three translational param-
eters) and five discrete cosine functions as confound predictors. The
transition between the baseline and the imagery conditions was
modelled using a separate predictor with a duration of 2 s for each
transition. Time courses of the main and the latter predictors were
derived by convolving an appropriate box-car waveform with a dou-
ble-gamma haemodynamic response function (Friston et al., 1998),
in order to account for the shape, temporal delay and dispersion of
the haemodynamic response. All predictors were z-transformed, and
the single-subject GLMs of the experiment were computed from the
z-normalized volumetric time course data. Further, individual GLMs
were subjected to second-level random effects GLM analysis (RFX-
GLM), including calculation and removal of serial correlations
(AR 1) and subsequent refitting of the RFX-GLM to the data.
The obtained second-level GLM data were subjected to one-factor

ANOVA analysis. The resulting statistical maps were corrected for
multiple comparisons using the false discovery rate (FDR) approach,
as described by Genovese et al. (2002). Within the framework of
the ANOVA, the following contrasts were applied: Auditory vs. Base-
line; Visual vs. Baseline; Auditory vs. Visual. The results were cor-
rected using FDR (q) < 0.01 and cluster size threshold > 20 voxels
equal to t > 3.50 and P < 0.001 (Fig. 1). We also calculated a con-
junction map representing (Auditory vs. Baseline) and (Visual vs.
Baseline) contrast based on second-level GLM data. In addition to
that, an initial uncorrected threshold was applied (P = 0.01) to all
voxels, and afterwards a minimum cluster size was calculated that
protected against false-positive clusters at 5% after 1000 Monte Car-
lo simulations (Forman et al., 1995; Goebel et al., 2006). All coor-

dinates of activation are reported in the coordinate system of
Talairach & Tournoux (1988).
For the visualization purposes, statistical maps were projected

both on the average brain and on the 3D cortical surface reconstruc-
tion representing the cortically aligned group average of the brains
of all participants. In addition to that, we derived 3D cortical sur-
faces from the segmented brain of each individual participant. Such
a surface-based, cortically driven inter-subject alignment of individ-
ual brains was recommended for multi-subject averaging in fMRI
experiments investigating cortical structures (Fischl et al., 1999).
This procedure was performed as follows: first, we used largely
automatic segmentation routines (Kriegeskorte & Goebel, 2001), to
segment the grey/white matter boundary of each individual brain
transformed into Talairach space. If necessary, additional manual
corrections were applied to improve the results of the segmentation
and to ensure that topologically correct mesh representations of each
individual brain were created. Subsequently, the individual mesh
representations of the 15 brains were aligned to one another using
the cortex-based alignment procedures as implemented in BrainVoy-
ager 2.3. The resulting 3D cortical surface representation was used
for visualization of statistical results.

Results

Behavioural data

Participants’ reports of vividness and difficulty of imagery for each
object/melody were averaged for each session. The average vividness
of visual imagery was 2.7 � 0.6 (mean � SD; scale from 1 to 4) and
the average vividness of auditory imagery was 2.6 � 0.6. The diffi-
culty of the Visual condition was rated 2.5 � 0.4 and difficulty of the
Auditory condition was rated 3.0 � 0.5. These results were submitted
to paired t-test statistics, revealing no significant difference between
vividness of auditory and visual imagery (t14 = �0.13, P = 0.9).
However, auditory imagery was subjectively more difficult than visual
imagery (t14 = 4.8, P < 0.001). There was no significant correlation
between vividness of auditory and visual imagery (r = 0.26, P > 0.1),
or between vividness and difficulty of each type of imagery (r = 0.21,
P > 0.1 and r = 0.4, P > 0.1 for visual and auditory imagery, respec-
tively). However, we found a positive correlation between difficulty
of auditory and visual imagery (r = 0.6, P < 0.05).

fMRI data

Auditory imagery

The contrast Auditory vs. Baseline revealed brain activity that was
significantly stronger in the Auditory condition as compared with
the counting back task and vice versa. All clusters showing a signifi-
cant difference in BOLD activity in this contrast [FDR(q) < 0.01,
P < 0.001, t > 3.5, cluster size > 20 voxels] are depicted in Fig. 1.
Complete results for this contrast, including Talairach coordinates, t-
statistics and P-values for peak voxel of all activated clusters are
further summarized in Table 1. Localization of the peak voxel for
each cluster was further specified using Talairach Client 2.4.2 soft-
ware. During auditory imagery, we found increased activity in the
inferior frontal gyrus (IFG) bilaterally (BA 11, 13, 45, 46, 47), left
medial frontal gyrus (MeFG; BA 8, 10), left middle frontal gyrus
(MFG; BA 6), left supplementary motor area (SMA; BA 6), left
posterior cingulated cortex (PCC; BA 30), left angular gyrus (AG;
BA 39), STG bilaterally (BA 22), left middle temporal gyrus (MTG;
BA 21), parahippocampal gyrus (PHG) bilaterally (BA 36), cerebel-
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lum bilaterally, right thalamus and lentiform nucleus. Additionally,
relative deactivation was observed in SPL and inferior parietal lob-
ule (IPL) bilaterally (BA 7, 40). This activation pattern is consistent
with previous neuroimaging studies investigating the neural corre-
lates of music imagery (Halpern & Zatorre, 1999; Platel et al.,
2003; Groussard et al., 2010) and memory retrieval (Svoboda et al.,
2006; Binder et al., 2009).

Visual imagery

The contrast Visual vs. Baseline revealed brain activity that was
stronger in the Visual conditions than in the counting back task and

vice versa. In accordance with our hypothesis and the results from
previous neuroimaging studies (Ishai et al., 2000; Sack et al., 2002,
2005, 2008; Mechelli et al., 2004; Amedi et al., 2005; Cui et al.,
2007), we found increased activity for the Visual condition in IFG
bilaterally (BA 46, 47), left MeFG (BA 8, 9), left MFG (BA 6), left
SMA (BA 6), right FEF (BA 6), left precuneus and SPL (BA 7),
PHG bilaterally (BA 36), FG bilaterally (BA 37), AG (BA 39), left
superior occipital gyrus (BA 19), left MTG (BA 21) and right cere-
bellum as compared with the Baseline (Fig. 1; Table 2). For the
contrast Visual vs. Baseline, relative deactivation was observed in
STG bilaterally (BA 22, 41, 42), precentral gyrus (PG) bilaterally
(BA 6), right IPL (BA 40), lingual gyrus (LG) bilaterally (BA 18),

Fig. 1. Brain activation observed in the correspondent contrasts. Distributed areas of relative activation and deactivation can be observed in all the contrasts.
The conjunction contrast (Auditory vs. Baseline) and (Visual vs. Baseline) reveals the areas that putatively represent modality-unspecific activation/deactivation,
whereas the contrast Auditory vs. Visual displays the areas that activate differentially in the Auditory and Visual imagery conditions.
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left middle occipital gyrus (MOG; BA 18), cerebellum and left
MeFG (BA 6).

Auditory and visual imagery

The conjunction contrast (Auditory vs. Baseline) and (Visual vs.
Baseline) allowed us to distinguish brain regions that are involved
in imagery of both auditory and visual information. This contrast
revealed brain activity that was stronger in both conditions as com-
pared with the counting back task and vice versa. The set of brain
areas commonly activated for both Auditory and Visual conditions
included IFG bilaterally (BA 46, 47), PHG bilaterally (BA 36), left
MFG (BA 6), left superior frontal gyrus (SFG; BA 8), left MTG
(BA 21), left AG (BA 39), left SMA (BA 6), left MeFG (BA 10)
and right cerebellum (Fig. 1; Table 3). Relative deactivation for
both auditory and visual imagery was observed in the left LG (BA

18), left PG (BA 6), left STG (BA 42) and right IPL (BAs 7, 40).
Overall, this activation pattern is consistent with the findings
reported by Daselaar et al. (2011). However, in addition to their
findings we also observed common activation in brain areas previ-
ously described as memory retrieval network in the meta-analysis
performed by Svoboda et al. (2006).

Auditory vs. visual imagery

The contrast Auditory vs. Visual further allowed us to specify the
differences between brain networks underlying imagery of the audi-
tory and visual information. According to our hypothesis, we found
that in the Visual condition the activity in FEF (BA 6), SPL/IPL
(BA 7, 40), PHG (BA 36) and FG bilaterally (BA 37) was stronger
compared with the Auditory condition. On the other hand, the activ-
ity in STG bilaterally (BA 22, 42), left MeFG (BA 6), left insula

Table 1. Clusters of activity observed in Auditory vs. Baseline contrast [FDR (q) < 0.01, cluster size > 20 voxels]

N Brain area x y z t-value P-value Size BA

Auditory > Baseline
1 IFG, STG (R) 47 31 �3 7.080292 0.000000 > 9.999 46, 47, 22
2 Cerebellum (R) 32 �74 �36 5.618052 0.000001 9.191 –
3 PHG, PCC, MTG, cerebellum (L) �25 �29 �18 6.238183 0.000000 > 9.999 36, 30, 21
4 Thalamus, lentiform nucleus (R) 20 �14 6 4.746045 0.000024 757 –
5 IFG, MeFG, SMA, MFG, SFG, STG (L) �49 40 �4 8.705457 0.000000 > 9.999 11, 13, 45, 46, 47,

8, 9, 6, 22
6 MeFG (L) �4 52 �3 4.582251 0.000041 3.384 10
7 AG (L) �40 �65 21 4.144580 0.000161 1.522 39

Baseline > Auditory
1 SPL (L) �22 �59 45 �5.039203 0.000009 1.756 7
2 IPL (L) �40 �38 39 �4.426653 0.000067 953 40

3 SPL, IPL (R) 29 �65 45 �5.301348 0.000004 > 9.999 7,40

AG, angular gyrus; IFG, inferior frontal gyrus; IPL, inferior parietal lobule; MeFG, medial frontal gyrus; MFG, middle frontal gyrus; MTG, middle temporal
gyrus; PCC, posterior cingulated cortex; PHG, parahippocampal gyrus; SFG, superior frontal gyrus; SMA, supplementary motor area; SPL, superior parietal
lobule; STG, superior temporal gyrus.

Table 2. Clusters of activity observed in Visual vs. Baseline contrast [FDR (q) < 0.01, cluster size > 20 voxels]

N Brain area x y z t-value P-value Size BA

Visual > Baseline
1 IFG (R) 50 31 12 5.294889 0.000004 1.244 46, 47
2 PHG, FG (R) 29 �29 �18 6.756016 0.000000 8.909 36, 37
3 Cerebellum (R) 38 �65 �42 4.223292 0.000126 803 –
4 Cerebellum (R) 17 �32 �43 5.088282 0.000008 1.392 –
5 FEF (R) 32 �8 48 5.117187 0.000007 785 6
6 MFG, MeFG, SMA (L) �19 10 57 5.257388 0.000005 5.669 6, 8, 9
7 Precuneus, SPL (L) �16 �59 51 4.850259 0.000017 2.769 7
8 PHG, FG, MTG (L) �31 �29 �18 9.867262 0.000000 > 9.999 36, 37, 21
9 IFG, MFG (L) �46 37 6 6.748977 0.000000 > 9.999 46, 47
10 SOG (L) �37 �80 27 4.619222 0.000036 641 19
11 AG (L) �40 �68 21 4.500707 0.000053 619 39

Baseline > Visual
1 STG (L) 50 �29 3 �4.931558 0.000013 2.353 22, 41, 42
2 IPL (R) 47 �50 45 �5.002246 0.000011 1.239 40

3 LG (R) 19 �80 �10 �4.056370 0.000212 564 18
4 Cerebellum (R) 20 �59 �21 �5.361018 0.000003 869 –
5 PG (R) 17 �32 69 �4.489368 0.000055 1.056 4
6 MOG, LG (L) �22 �86 �9 �6.666066 0.000000 9.819 18
7 MeFG (L) �7 �5 57 �5.616691 0.000001 603 6
8 PG, STG (L) �61 �2 31 �7.954671 0.000000 > 9.999 6, 22, 41, 42

AG, angular gyrus; FEF, frontal eye field; FG, frontal gyrus; IFG, inferior frontal gyrus; IPL, inferior parietal lobule; LG, lingual gyrus; MeFG, medial frontal
gyrus; MFG, middle frontal gyrus; MOG, middle occipital gyrus; MTG, middle temporal gyrus; PG, precentral gyrus; PHG, parahippocampal gyrus; SMA, sup-
plementary motor area; SOG, superior occipital gyrus; SPL, superior parietal lobule; STG, superior temporal gyrus.
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(BA 13), right IFG (BA 46), right MOG (BA 18), right PG (BA 4),
right cuneus (BA 19), left MFG (BA 10), and left thalamus and len-
tiform nucleus was stronger in the Auditory condition as compared
with the Visual one (Fig. 1; Table 4).

Regions of interest (ROIs) selection and average time course
plots

Based on the fMRI results, which are summarized above and
depicted in Fig. 1, we derived all ROIs from one of the above-men-
tioned contrasts (Table 5) at the correspondent threshold for further
exploratory analysis (Poldrack, 2007). In general, ROIs were defined
based on the brain areas activated in the (Auditory vs. Baseline) and
(Visual vs. Baseline) contrast. However, because some regions

showed differential activity between the Auditory and Visual condi-
tions, we defined those areas based on the results obtained from the
Auditory vs. Visual contrast. Brain areas within the motor system
and the visual cortex showing relative deactivation were defined
based on the Visual vs. Baseline contrast. Furthermore, the left PCC
was defined based on the Auditory vs. Baseline contrast. The large
cluster encompassing the left IFG, MFG and SFG was separated
into three smaller clusters solely in order to obtain more specific
results for the left frontal regions. The separation process was done
manually using standard BrainVoyager 2.3 procedures. It was based
on an anatomical definition representing the three gyri, and it
resulted in three separate clusters representing the IFG, MFG and
SFG. In total, 26 ROIs were obtained. Then, the time courses of
activity for these ROIs were created and averaged across blocks and

Table 3. Clusters of activity observed in (Auditory vs. Baseline) and (Visual vs. Baseline) contrast (P < 0.01, cluster level corrected, cluster size > 20 voxels)

N Brain area x y z t-value P-value Size BA

(Auditory > Baseline) and (Visual > Baseline)
1 IFG (R) 50 31 12 6.900780 0.000000 7.183 9, 45, 46, 47
2 Cerebellum (R) 35 �68 �36 5.354670 0.000003 8.181 –
3 PHG (R) 26 �29 �18 5.681752 0.000001 5.390 36
4 IFG, MFG, SFG, MeFG, SMA, CG,

PHG, AG, MTG (L)
�49 37 6 8.819283 0.000000 > 9.999 11, 45, 46, 47, 6, 8,

32, 36, 39, 21
5 MeFG (L) �6 49 �6 4.235001 0.000122 1.148 10

(Auditory < Baseline) and (Visual < Baseline)
1 LG (L) �10 �86 �3 �4.617059 0.000037 1.739 18
2 PG, STG (L) �58 �2 33 �6.293737 0.000000 7.409 6, 42
3 IPL (R) 47 �50 45 �5.600952 0.000001 3.127 7, 40

AG, angular gyrus; CG, central gyrus; IFG, inferior frontal gyrus; IPL, inferior parietal lobule; LG, lingual gyrus; PG, precentral gyrus; PHG, parahippocampal
gyrus; MeFG, medial frontal gyrus; MFG, middle frontal gyrus; MTG, middle temporal gyrus; SFG, superior frontal gyrus; SMA, supplementary motor area;
STG, superior temporal gyrus.

Table 4. Clusters of activity observed in Auditory vs. Visual contrast [FDR (q)< 0.01, cluster size > 20 voxels]

N Brain area x y z t-value P-value Size BA

Auditory > Visual
1 STG (R) 41 �41 9 7.048966 0.000000 > 9.999 22, 41, 42
2 STG (R) 38 4 �18 6.155190 0.000000 5.448 22, 38
3 PG (R) 53 �5 45 5.124508 0.000007 927 4
4 IFG (R) 41 28 0 4.355637 0.000084 668 47
5 MOG (R) 24 �82 �3 4.941570 0.000013 > 9.999 18
6 Lentiform nucleus, thalamus,

putamen, insula (R)
23 1 9 6.177456 0.000000 4.612 –

7 PG (R) 20 �26 63 4.611839 0.000037 711 4
8 MOG (L) �19 �86 �6 6.043367 0.000000 > 9.999 18
9 Cuneus (R) 14 �89 34 4.150004 0.000159 590 19
10 Thalamus (L) �7 �2 9 4.584326 0.000041 1.035 –
11 Cuneus (L) �10 �92 31 5.164182 0.000006 1783 19
12 MFG (L) �34 56 18 4.471950 0.000058 1.728 10
13 Insula, STG (L) �33 2 12 6.436804 0.000000 > 9.999 13, 22, 38
14 STG (L) �68 �29 12 6.186934 0.000000 4.722 22, 42
15 MeFG (L) �1 �5 63 6.407889 0.000000 4440 6

Visual > Auditory
1 FG, ITG (R) 50 �53 �6 �5.266391 0.000004 2.726 37
2 IPL, SPL, precuneus (R) 23 �59 45 �6.999419 0.000000 > 9.999 7, 40

3 PHG, FG (R) 32 �35 �12 �4.778229 0.000022 2.008 36, 37
4 FEF, MFG (R) 26 �8 51 �6.428694 0.000000 3.227 6
5 Precuneus, IPL, SPL (L) �19 �59 48 �8.461289 0.000000 > 9.999 7, 40
6 FEF, MFG (L) �28 �8 45 �5.984469 0.000000 3.280 6
7 PHG (L) �34 �23 �21 �5.493242 0.000002 2.781 36
8 MOG, FG, ITG (L) �52 �62 �6 �6.405902 0.000000 3.287 19, 37

FEF, frontal eye field; FG, fusiform gyrus; IFG, inferior frontal gyrus; IPL, inferior parietal lobule; ITG, inferior temporal gyrus; MeFG, medial frontal gyrus;
MFG, middle frontal gyrus; MOG, middle occipital gyrus; PG, precentral gyrus; PHG, parahippocampal gyrus; SPL, superior parietal lobule; STG, superior
temporal gyrus.
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participants for the Auditory and Visual conditions. Averaged time
course plots were calculated for all the voxels within the entire ROI.
We further performed ROI-based RFX-GLM analysis to statistically
validate the differences in activities of the selected ROIs between
the conditions of the experiment.
The event-related average time course plots and the ROI-based

RFX-GLMs revealed that the activity of the ROIs can be classified
into the following patterns.

1. The activity in the Auditory condition was stronger than in the
Baseline condition, and the activity in the Visual condition was
equal or weaker than in the Baseline condition. The areas included
the left and right STG (BA 22; Fig. 2; Fig. S1).
2. The activity in the Visual condition was stronger than in the
Baseline condition, and the activity in the Auditory condition was
equal or weaker than in the Baseline condition. These areas included
SPL L&R (BA 7, 40), FEF L&R (BA 6), FG L&R (BA 37; Fig. 3;
Fig. S2).
3. The activity in both conditions was stronger than in the Base-
line condition. The areas that showed such a pattern of activity
included IFG L&R (BA 46, 47), MFG L (BA 6), SFG L (BA 6),
SMA L (BA 6), MTG L (BA 21), AG L (BA 39), MeFG L (BA
10), PCC L (BA 30) and cerebellum (Fig. 4; Fig. S3).
4. The activity in both conditions was equal or weaker than the
activity in the Baseline condition. The areas included PG L&R (BA 4),
STG L&R (BA 41, 42), LG L&R (BA18), IPL R (BA 40; Fig. 5;
Fig. S4).

Exploratory correlation analysis between fMRI results and
behavioural measures

In order to reveal whether the strength of brain (de)activation was
correlated with behavioural measures, we extracted averaged beta-
values for each brain area of interest and each participant from the
results of the GLM analysis and correlated them with the behaviour-
al measures. More specifically, we computed Pearson correlation
coefficients between the obtained beta-values and the vividness
score of each condition. We found that vividness in the Auditory
condition was positively correlated with activity in the left SMA (r
= 0.65, P < 0.01), right IFG (r = 0.65, P < 0.01) and left STG
(BA22; r = 0.63, P = 0.01). Vividness in the Visual condition was
positively correlated with the activity in bilateral FG (r = 0.84,
P < 0.01 and r = 0.67, P < 0.01 for the left and right hemisphere,
respectively), left PHG (r = 0.61, P < 0.01), left MTG (r = 0.63,
P < 0.01) and left IFG (r = 0.71, P < 0.01). Then we correlated the
beta-values with the difficulty score. The difficulty score of the

Table 5. ROIs for the ROI RFX-GLM and correlation analysis were
selected based on the maps obtained from different contrasts

Contrast Area

(Auditory vs. Baseline) and
(Visual vs. Baseline)
P < 0.01, cluster level corrected
cluster size > 20 voxels

(1–3) IFG L, MFG L, SFG L
(4) IFG R
(5) PC L
(6) AG L
(7) SMA L
(8) IPL R
(9) Cerebellum R

Visual vs. Auditory
FDR (q) < 0.01
cluster size > 20 voxels

(10–11) FG L&R
(12–13) SPL L&R
(14–15) FEF L&R
(16–17) STG L&R (BA 22)
(18–19) PHG L&R
(20–21) STG L&R (BA 42)

Auditory vs. Baseline
FDR (q)< 0.01
cluster size > 20 voxels

(22) PCC L
(23) MTL L

Visual vs. Baseline
FDR (q) < 0.01
cluster size > 20 voxels

(24–25) LG L&R
(26) PG L

AG, angular gyrus; FDR, false discovery rate; FEF, frontal eye field; FG,
fusiform gyrus; IFG, inferior frontal gyrus; IPL, inferior parietal lobule; LG,
lingual gyrus; MFG, middle frontal gyrus; MTL, medial temporal lobe; PC,
postcentral gyrus; PCC, posterior cingulated cortex; PG, precentral gyrus;
PHG, parahippocampal gyrus; SFG, superior frontal gyrus; SMA, supplemen-
tary motor area; SPL, superior parietal lobule; STG, superior temporal gyrus.

Fig. 2. The regions of interest (ROIs) and their relative change of activity (� SE) for the areas that exhibited positive deflection in both Visual and Auditory
conditions (see also Fig. S1). Left-lateralized topography of activation can be noted. The statistically significant differences of the levels of activation between
the Auditory, Visual conditions and the Baseline are marked (P < 0.05). Stronger activation of the right inferior frontal gyrus (IFG) for the Auditory condition,
and bilateral parahippocampal gyrus (PHG) for the Visual one can be noted.
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Auditory and Visual conditions did not correlate significantly with
activity in any brain area. We also correlated the difference between
beta-values obtained for the Auditory and the Visual predictors with
the difference of the difficulty scores between the conditions. We
always used difficulty score for the Auditory minus difficulty score
for the Visual condition. This difference was positively correlated
with the difference between beta-values in the right IFG (r = 0.61,
P < 0.01), left MeFG (r = 0.61, P = 0.01), left PCC (r = 0.69,
P < 0.01), left AG (r = 0.66, P < 0.01), left MFG (r = 0.61,
P = 0.01) and left SFG (r = 0.65, P < 0.01; Fig. 6).

Discussion

The present fMRI study investigated the supramodal and modality-
specific neural activity underlying mental imagery of visual and
auditory information. Overall, the results showed that imagery of
both auditory and visual information is associated with changes of
activity within widely distributed brain areas (Fig. 1). ROI analysis
of activity of these brain areas and correlation analysis of their activ-
ity and the behavioural measures such as vividness and difficulty of
imagery in the Auditory and Visual conditions allowed us to com-
bine these areas into brain networks for mental imagery. In particu-
lar, four patterns of the time course activity change were detected.
Each pattern was observed within a distributed brain network. The
first pattern represented an increase of activity in both Auditory and
Visual conditions (Fig. 2), and was observed in the network includ-
ing the frontal, parietal, temporal areas and cerebellum. The differ-
ence in the activity of some of these areas between the Auditory
and Visual conditions was positively correlated with the difference
of the difficulty score between these conditions. The second pattern
represented an increase of activity in the Auditory condition, and a
decrease or no change of activity in the Visual one (Fig. 3), and
was observed in the bilateral STG (BA22). The activity in the left
STG was positively correlated with the vividness score in the Audi-
tory condition. The third pattern represented an increase of activity
in the Visual condition, and a decrease or no change of activity in
the Auditory one (Fig. 4), and was observed in the FG, FEF and
SPL bilaterally. Moreover, the activity in both FG positively corre-
lated with the vividness score for the Visual condition. The fourth
pattern represented a decrease of activity during either Auditory and
Visual or at least Visual conditions (Fig. 5), and was observed in
the primary sensory and motor areas.
Finally, we composed four putative networks that play different

roles in mental imagery of auditory and visual information (Fig. 7):

Fig. 3. The regions of interest (ROIs) and their relative change of activity
(� SE) for the areas that exhibited positive deflection in the Auditory condi-
tion and negative deflection in the Visual condition (see also Fig. S2). Bilat-
eral location within the auditory association cortex can be noted. The
statistically significant differences of the levels of activation between the
Auditory, Visual conditions and the Baseline are marked (P < 0.05).

Fig. 4. The regions of interest (ROIs) and their relative change of activity
(� SE) for the areas that exhibited positive activity deflection in the Visual
condition and negative deflection in the Auditory condition (see also Fig.
S3). The bilateral areas within both the ventral and dorsal visual pathways
can be observed. The statistically significant differences of the levels of acti-
vation between the Auditory, Visual conditions and the Baseline are marked
(P < 0.05).

Fig. 5. The regions of interest (ROIs) and their relative change of activity (� SE) for the areas that exhibited negative deflection in either both Visual and
Auditory conditions, or only in the Visual condition. The bilateral topography can be noted. The statistically significant differences of the levels of activation
between the Auditory, Visual conditions and the Baseline are marked (P < 0.05). A distributed deactivation network in the Visual condition can be noted. Audi-
tory imagery is accompanied with deactivation in the right inferior parietal lobule (IPL) and left precentral gyrus (PG).
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1. Supramodal network;
2. Auditory network;
3. Visual network;
4. Deactivation network.

Supramodal network of auditory and visual imagery

The supramodal network was represented by the brain areas that
showed positive deflection in the time course activity in both Audi-
tory and Visual conditions (Fig. 2). It included IFG L&R, MFG L,
SFG L, SMA L, PHG L&R, AG L, MTG L, MeFG L, PCC L and
cerebellum (Fig. 7). These areas can also be observed in the con-
junction contrast (Auditory vs. Baseline) and (Visual vs. Baseline;
Fig. 1). The supramodal network seems to be responsible for both
types of mental imagery regardless of the modality. Brain areas of
the supramodal network corroborate results from studies on mental
imagery as well as memory retrieval (Belardinelli et al., 2004; Svo-
boda et al., 2006; Binder et al., 2009; Daselaar et al., 2010). Previ-

ous findings (Greenberg & Rubin, 2003; Buckner et al., 2008;
Andrews-Hanna et al., 2010; Daselaar et al., 2010) suggest that the
revealed supramodal network is composed of six functionally sepa-
rated sub-components: memory retrieval-related areas, such as the
PHG and IFG bilaterally (Halpern & Zatorre, 1999; Svoboda et al.,
2006; see Binder et al., 2009 for review); attention-related areas,
such as the left SFG and left MFG (Corbetta & Shulman, 2002;
Clemens et al., 2011); semantic processing areas, such as left IFG
(Svoboda et al., 2006); motor preparation areas, such as left SMA
(Picard & Stick, 2001); the DMN areas, such as left MeFG and left
PCC (Daselaar et al., 2010); and multisensory integration areas, that
includes the left MTG and left AG. The latter areas are known to be
involved in multisensory integration mechanisms, including visual
and tactile stimulation (i.e. Ionta et al., 2011), or visual and auditory
stimulation (i.e. Kamke et al., 2012). Animal studies also showed
that neurons in AG discharge in response to at least three different
stimulation modalities, including visual, tactile and vestibular (Grus-
ser et al., 1990; Bremmer et al., 2002). This body of evidence on
the multimodal nature of AG and MTG supports their inclusion
within the supramodal imagery network. Moreover, in this view the
present study extends the multisensory role of AG and MTG from
sensory stimulation to mental imagery on the supramodal level.
The contrast Auditory vs. Visual as well as the time courses of

activity within the areas of the supramodal network further specified
the differences between the Auditory and Visual conditions within
this network. Particularly, it was found that auditory imagery
involves stronger activation of the right IFG. Moreover, similar to
the findings of Herholz et al. (2012), the activity of this area was

Fig. 6. The regions of interest (ROIs) where the beta-values of activity cor-
related with the subjective scores of vividness and difficulty for the Audi-
tory/Visual conditions. The activity in both putatively auditory modality-
specific and some of the supramodal areas for mental imagery positively cor-
related with the vividness score in the Auditory condition. Also, a positive
correlation was observed between the activity in visual modality-specific as
well as some other supramodal areas and the vividness score in the Visual
condition. Although we did not find any correlation between the difficulty
score and the brain activity, the difference of the difficulty scores between
the conditions positively correlated with the difference between the levels of
activity in these conditions. The latter correlations were mainly observed in
the areas representing the default-mode network (DMN).

Fig. 7. Summary of the brain networks for mental imagery (see text).
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also correlated with the vividness score in the Auditory condition.
Thus, our study further supports the hypothesis that the right IFG is
involved in processing of auditory information as it was proposed
by previous studies (Zatorre et al., 1994; Mathiak et al., 2004),
which suggested its involvement in auditory working memory.
Taken together, IFG is responsible for the mnemonic component of
mental imagery, which is more prominent in auditory imagery (Her-
holz et al., 2012), which explains its correlation with vividness in
the Auditory condition. Further, it was found that imagery of audi-
tory information involves stronger activation within the left PCC
and left MeFG. These areas represent the core areas of the DMN
(Daselaar et al., 2010; see Andrews-Hanna et al., 2010 for a
review). In the present study, the difference in the level of activation
between the Auditory and the Visual conditions within the DMN
correlated with the difference of the difficulty score for imagery of
auditory and visual information. In this sense, imagery of auditory
information probably implies more efforts in internal mental activity
than imagery of visual information (Andrews-Hanna et al., 2010).
Interestingly, this specific finding is in accordance with the results
presented by Daselaar et al. (2010; Fig. 2). However, in their study
the difference between auditory and visual imagery conditions was
not significant, probably due to the study design. Using a block
design with relatively long intervals for mental imagery, we were
able to specify differences between imagery of auditory and visual
information in activation patterns within the ‘core’ parts of the
DMN. Our results also show that imagery of auditory information
involves stronger activation within the left MFG, bilateral insula, left
thalamus and right lentiform nucleus. We suggest that this activation
may reflect increased cognitive load during the Auditory condition,
as also indicated by the subjectively higher level of the task diffi-
culty during this condition. During imagery of visual information,
bilateral PHG showed stronger activation as compared with imagery
of auditory information. This may suggest that PHG plays a similar
role in imagery of visual information as the IFG does in imagery of
auditory information. In other words, PHG is responsible for visual
memory.
With regard to the role of SMA, previous studies suggested that it

is involved in sub-vocalization and mental singing (Zatorre et al.,
1996; Lotze et al., 2003; Kleber et al., 2007). Unless we did not
find a significant difference in this area between the Auditory and
Visual conditions, the activation cluster for the Auditory condition
was much larger (Fig. 1) and its activity correlated to the vividness
score in the same condition (Fig. 6). This further suggests that SMA
is responsible for sub-vocalization during both imagery conditions.
Taken together, these findings complement the conclusions drawn

by Daselaar et al. (2010), who proposed that the DMN represents
the core of the modality-independent imagery network. Our results
extend this conclusion, specifying that the supramodal network is
widely distributed, and includes memory retrieval-related areas,
attention-related areas, semantic processing areas, motor preparation
areas, areas of the DMN, as well as areas involved in multisensory
processing. We hypothesize here that only the latter seem to be
involved in supramodal imagery network per se unifying neural
mechanisms of imagery and perception, whereas other areas are
responsible for accompanying imagery processes, such as memory
retrieval, sub-vocalization, attention and introspection.

Auditory network: modality-specific network for imagery of
auditory information

The auditory network was represented by the brain areas that
showed positive deflection in the Auditory condition and negative

deflection in the Visual one. The auditory network is responsible for
modality-specific imagery of auditory information. Our results show
that modality-specific areas for auditory imagery are located in the
auditory association cortex bilaterally (STG; BA22; Figs 3 and 6),
corroborating findings from previous research (Halpern & Zatorre,
1999; Kraemer et al., 2005; Daselaar et al., 2010; Groussard et al.,
2010). The present results also confirm the results presented by
Amedi et al. (2005), who suggested that the STG is deactivated in
visual imagery. Furthermore, these results are in agreement with the
results obtained by Groussard et al. (2010), finding a bilateral
involvement of STG in imagery of music. Here we also show that
the level of activation in STG correlates with the subjective vivid-
ness score of auditory imagery, and that the same area (bilateral
STG) is activated in music imagery and suppressed in imagery of
visual information.
Concerning the activity of the primary auditory cortex, it is

important to note that similar to fMRI studies of auditory/music
retrieval/imagery, we did not observe a significant increase of activ-
ity in the primary auditory areas, but rather in the auditory associa-
tion cortex (e.g. anterior/middle part of STG at BA 22).
Interestingly, PET studies (Zatorre et al., 1996; Halpern & Zatorre,
1999) on auditory/music imagery found activation in the primary
auditory areas such as BA 41, 42, whereas comparable fMRI studies
did not report involvement of these areas (compare with Kraemer
et al., 2005). The present study revealed the dual pattern of activity
of the primary auditory cortex with a long deactivation phase (see
below). Nevertheless, the majority of the neuroimaging studies,
regardless of the technique used to assess brain activity, seem to
agree upon the role of STG (BA 22) in auditory imagery/retrieval
tasks (e.g. Groussard et al., 2010). This statement was confirmed in
our study.

Visual network: modality-specific network for imagery of visual
information

The visual network was represented by the areas that showed a posi-
tive deflection in the Visual condition, and a negative deflection in
the Auditory condition (Fig. 4). This network is responsible for
modality-specific imagery of visual information, and includes areas
within the ventral and the dorsal visual pathways. Our study sug-
gests that the visual network comprises the FG bilaterally (BA37)
and a frontoparietal network (FPN) involving the SPL and FEF
bilaterally (BA 7 and 6, respectively; Figs 4 and 6). These findings
are in agreement with previous research (Ishai et al., 2000; Mechelli
et al., 2004) showing activation of the FG and SPL/FEF during
visual imagery. Our results extend the existing knowledge by pro-
viding two novel aspects: (i) only the activity in bilateral FG was
correlated with the subjective vividness score; (ii) the entire modal-
ity-specific visual imagery network is activated during visual imag-
ery, but deactivated during auditory imagery. The former
observation extends the conclusion drawn by Mechelli et al. (2004),
who suggested that only FG shows the content-related activity
whereas the FPN contributes to generation of mental images regard-
less of their content. The FG is a part of the visual ventral pathway,
and its activation was often documented in neuroimaging studies on
mental imagery (e.g. Ishai et al., 2000). Our study confirms the
importance of FG in visual mental imagery and provides evidence
that FG activity correlates with the subjective vividness score. The
activity of the FPN was also increased, indicating a higher level of
visual working memory load and increased visuo-spatial attention
demands during visual imagery (Corbetta & Shulman, 2002; P�erin
et al., 2010; Clemens et al., 2011). As such, our findings could also
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be taken to imply that visual imagery involves mechanisms that are
similar to goal-directed visual search.

Deactivation network

The deactivation network was represented by the brain areas that
showed a decrease of activity in either both Auditory and Visual, or
at least Visual conditions (Fig. 5). This network includes PG, LG,
STG (BA 42) and IPL. This finding suggests that imagery of both
visual and auditory information leads to a decrease of activity within
the primary sensory and motor areas. This is the first study to
describe such a distributed decrease of the BOLD signal in the pri-
mary auditory, visual and motor cortices (c.f. Amedi et al., 2005;
Daselaar et al., 2010). It seems, therefore, that attention to imagery
of sensory information suppressed currently irrelevant types of sen-
sory/motor activity. In the present study, visual imagery was accom-
panied with stronger deactivation within sensory/motor areas than it
was in auditory imagery. Most likely, such differential suppression
here was related to the experimental design – all the instructions
were presented visually. As such, visual imagery resulted in strong
suppression of the irrelevant perceptual information, segregating two
visual flows. Finally, it seems that such top-down suppression is
modality-unspecific, and involves both primary sensory and motor
areas. It is also important that these results do not support previous
findings of Kosslyn et al. (1995), where they found activation of the
primary visual cortex in high-resolution visual imagery. In fact, one
may expect that long visual imagery of a particular object may elicit
such high-resolution imagery. Nonetheless, similar to subsequent
previous findings on neural correlates of visual imagery (Ishai et al.,
2000; Amedi et al., 2005; Daselaar et al., 2010) or high-resolution
visual imagery (Mellet et al., 2000), we did not report activation of
the primary visual cortex in mental imagery.
In summary, our data show that top-down modulation during both

auditory and visual imagery resulted in deactivation of primary sen-
sory/motor cortices as well as deactivation of modality-specific
imagery areas of a currently irrelevant imagery modality. The latter
finding further suggests a competition between imagery modalities.
Most likely, this modality-specific suppression is related to the strat-
egies of imagery: irrelevant imagery activities are actively sup-
pressed by the subject. However, the exact nature of such
competition cannot be clarified with the present study, and future
studies should concentrate on revealing mechanisms of such an
antagonistic relationship between imagery modalities.
Interestingly, the present study revealed a two-stage pattern of the

time course activity within primary sensory and motor areas
(Fig. 5). During the first stage we observed relative activation, and
relative deactivation during the second stage. The exact meaning of
this dual behaviour cannot be clarified completely within the present
fMRI investigation, but perhaps this pattern represents the brain’s
reaction to the tasks’ change (Dosenbach et al., 2006). Such a dual
pattern of activation may help to explain why in some studies pri-
mary sensory/motor areas were activated, whereas the same areas
were deactivated in other studies. We also did not observe any cor-
relation between deactivation of the primary sensory/motor areas
and vividness of imagery.

Limitations

A potential limitation of the present study might have been the use
of the counting back task as a high-level baseline control condition,
making it difficult to fully disentangle activities related to imagery/
counting. Based on previous investigations concerning brain activity

related to number processing, counting and general arithmetic pro-
cesses (for a review, see Dehaene et al., 2004), we suggest that acti-
vation in the right IPL observed in the present study might have
been related to the counting back task, and indeed the right IPL
showed relative deactivation in all three contrasts: Auditory vs.
Baseline; Visual vs. Baseline; (Auditory vs. Baseline) and (Visual
vs. Baseline) (Fig. 1). Moreover, the time course of the right IPL
did not differ between the Auditory and Visual conditions (Fig. 2;
Fig. S1). Another limitation could be that we did not control the
mnemonic component of mental imagery (e.g. Herholz et al., 2012).

Conclusion

In summary, this study yielded three novel findings. First, we
described a distributed supramodal network for mental imagery, two
modality-specific networks for auditory and visual imagery, and a
deactivation network consisting of the brain areas that are sup-
pressed during imagery. Second, we found that the modality-specific
networks for imagery of visual and auditory information showed a
dual pattern of activation – they were activated during imagery of
the correspondent modality and deactivated during imagery of the
other modality. Finally, we showed that vividness of mental imagery
was correlated with activity within the modality-specific networks,
whereas difficulty of imagery was correlated with activity in the su-
pramodal network and the DMN in particular.
The modality-specific areas for both auditory and visual imagery

were located bilaterally, whereas the supramodal network was later-
alized to the left hemisphere, corroborating the conclusions of the
meta-analysis by Svoboda et al. (2006). With regard to the supra-
modal imagery network, our findings imply that this network
includes multisensory integration areas as well as the areas that
serve accompanying imagery mental activities. These mental activi-
ties include semantic processing, memory retrieval, attention, sub-
vocalization and introspection. This hypothesis further implies that
mental imagery shares its network with perception on the supramo-
dal level and the above-mentioned activities. Further, the possible
difference between imagery and not-vivid retrieval of information
lies at the level of activation within modality-specific areas and
supramodal multisensory integration areas. Future studies are needed
to rigorously test this hypothesis.
Interestingly, although the supramodal network for mental imag-

ery was the same, its activity resulted in different mental representa-
tions – namely, either auditory or visual imagery. Hence, the
question appears: what is the exact mechanism for differentiation
between imagery modalities? The design of our study did not allow
us to distinguish the mechanisms enabling the brain to switch
between imagery of auditory/visual information. Nevertheless, based
on our findings, we may propose the following scenario for this
switching process: storage and retrieval of semantic auditory and
visual information is modality-independent and takes place in mem-
ory storage areas, such as the IFG and PHG (Svoboda et al., 2006;
Binder et al., 2009). Involvement of the modality-specific areas
seems to be based on the type of retrieved information, and future
studies should concentrate on identifying the ‘trigger’ area that dif-
ferentiates the type of information that has to be retrieved/imagined.

Supporting Information

Additional supporting information can be found in the online ver-
sion of this article:
Fig. S1. The ROIs and their time courses for the areas which exhib-
ited positive deflection in both Visual and Auditory conditions.
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Fig. S2. The ROIs and their time courses for the areas which exhib-
ited positive deflection in the Auditory condition and negative
deflection in the Visual condition.
Fig. S3. The ROIs and their time courses for the areas which exhib-
ited positive activity deflection in the Visual condition and negative
deflection in the Auditory condition.
Fig. S4. The ROIs and their time courses for the areas which exhib-
ited negative deflection in both Visual and Auditory conditions. The
bilateral topography can be noted.
Fig. S5. The ROIs and their time courses for all four types of areas
(see text and Fig. S1–S4).
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